Parameter-free aggregation of value functions from multiple experts and uncertainty assessment in multi-criteria evaluation
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Abstract: This paper makes a threefold contribution to spatial multi-criteria evaluation (MCE): firstly by presenting a new method concerning value functions, secondly by comparing different approaches to assess the uncertainty of a MCE outcome, and thirdly by presenting a case-study on land-use change. Even though MCE is a well-known methodology in GIScience, there is a lack of practicable approaches to incorporate the potentially diverse views of multiple experts in defining and standardizing the values used to implement input criteria. We propose a new method that allows generating and aggregating non-monotonic value functions, integrating the views of multiple experts. The new approach only requires the experts to provide up to four values, making it easy to be included in questionnaires. We applied the proposed method in a case study that uses MCE to assess the potential of future loss of vineyards in a wine-growing area in Switzerland, involving 13 experts from research, consultancy, government, and practice. To assess the uncertainty of the outcome three different approaches were used: firstly, a complete Monte Carlo simulation with the bootstrapped inputs, secondly a one-factor-at-a-time variation, and thirdly bootstrapping of the 13 inputs with subsequent analytical error propagation. The complete Monte Carlo simulation has shown the most detailed distribution of the uncertainty. However, all three methods indicate a general trend of areas with lower likelihood of future cultivation to show a higher degree of relative uncertainty.
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1 Introduction

Multi-criteria evaluation (MCE) is a standard methodology in the context of GIScience, with many applications, including the evaluation of potential future land use change. Despite the ubiquitous use of MCE, however, there is a lack of approaches that allow integrating the views of multiple experts in defining the input criteria values, and that are both straightforward to use and transparent regarding the uncertainty that is generated in the MCE.

In this paper, we propose a new, easy-to-use method that enables the integration of the judgments of multiple experts into aggregate, non-monotonic value functions; further, we show how the uncertainty of the MCE outcomes can be assessed. We apply our method to a case study using MCE with multiple experts forecasting the extent of vineyards in a wine-growing area in Switzerland. Within the study area, the extent of vineyards declined by about 4% within the past decade and continues to decline. This land use change has implications for landscape beauty, the economic structure of the region as well as the social cohesion [3, 10, 26]. At the same time, this development allows the conversion of areas formerly used as vineyards to other uses, such as biodiversity conservation areas, potentially adding ecological corridors between habitats formerly separated by vineyards. Policy makers require predictions of the land use change with a high spatial resolution, in order to proactively react to the current development.

In summary, the paper makes three contributions, two methodological contributions and an applied one. First, we make a contribution to MCE, by introducing a new, simple and parameter-free method to elicit and combine value functions from multiple experts. Value functions are at the core of an important step within any MCE, which until present only few methods tackle. Second, we present a procedure to systematically assess the uncertainty in an MCE, comparing three methods for this purpose: a) one-factor-at-a-time variation, b) a simplified error propagation formula, and c) Monte Carlo simulation. Our results give guidance for further studies to better choose and discuss the results of their sensitivity analysis. Third, we make a contribution concerning our case study, the assessment of the suitability for wine-growing within the study area. In the context of this particular paper, the third contribution is of lesser importance and primarily serves to demonstrate the methodological contributions.

1.1 MCE methodology

MCE represents a structured way of formalizing a decision problem and accordingly comparing alternatives with one another [4]. MCE can help ranking alternatives according to their attributes (multi attribute decision-making) when having a single objective, or it can help finding the optimal values for attributes when having several objectives (multi objective decision-making) [32]. We subsequently focus on multi attribute evaluation, as our case study aims to rank land parcels in line with their likelihood to experience land use change based on their attributes, such as slope, soil suitability, and insolation. A multi objective problem, as a contrasting example, would be to find the land use configuration that delivers the most ecosystem services (with each ecosystem service representing a potentially conflicting objective). A spatial MCE, then, connects an MCE with spatial data by incorporating the spatial distribution of the attribute values. Most spatial MCEs follow the multi-attribute approach [31].
MCE traditionally comprises six steps [32], as outlined below. Since this manuscript makes methodological contributions to Steps 2 and 5, for the paragraphs concerning those steps a more detailed review of the latest related work is given and the particular research gaps relevant for this paper are specifically highlighted.

**Step 1: Selecting criteria.** This step typically considers the literature and experts to elicit the relevant criteria and the values defining them [27, 38].

**Step 2: Standardization.** Subsequently, one needs to translate the measured values to a comparable unit (e.g., monetary units or a dimensionless utility) in a comparable range (often 0 to 1) [55]. There are various ways of doing so, mostly by applying a transforming function, e.g., by reclassifying classes of measured values into utility values or by applying a continuous value function [1, 2]. The simplest, but ill-advised, way would be to distribute the standardized scores (i.e., 0 to 1) within the range of criteria values [9, 56].

For estimating a value function, the bi-section technique is a prominent representative. Through this approach, one is asked to indicate the level of a measured value that corresponds to half of the utility, then with the level of 0.25 and 0.75 utility and finally the level of highest and lowest utility. The intermediate values then are linearly interpolated [22]. However, for the bi-section technique, the functions must be monotonic (i.e., continuously decreasing or increasing value with increasing input number) [55]. Other approaches yield differently shaped value functions [25], e.g., trapezoidal [35, p.243] or fuzzy membership [11] functions.

Aggregating value functions from the inputs of several participants is difficult, and further advances in group MCE methods are still to be accomplished [33]. Morgan [35] presented an iterative, Delphi-like 6-step procedure to calculate value functions with several experts. In the published literature, the value functions are chosen ad-hoc [36], combined with the weighting step [20], based on a single expert’s opinion [5], or done in workshops [38]. However, to the best of our knowledge, there is no study presenting a method to elicit and aggregate non-monotonic value functions.

**3: Weighting the value scores.** One of the more traceable, hence transparent and consequently widespread, weighting methods is the Analytic Hierarchy Process (AHP) [31]. Recent studies have developed new scales for such comparisons, which are more robust concerning inconsistencies and better correspond to verbal expressions [12, 46, 48].

**4: Aggregating value scores.** This step aims at aggregating the weighted value scores. There are various different ways of aggregating the criteria, amongst them the Boolean Overlay, Weighted Linear Combination (WLC) and Ordered Weighted Averaging (OWA) methods [57]. Recent studies have complemented the classic aggregation toolbox with more elaborate and complex approaches involving fuzzy aggregation [32, p.231-232], logic scoring of preference [8], and Dempster-Shafer combination [7]. In the case of the WLC, the weighted and standardized criteria are added by summation, which is the most common way of achieving aggregation [32].

**5: Sensitivity analysis.** Most studies completely neglect to assess the sensitivity of the results [31], and if they do, they typically investigate the effect of changing one factor at a
time [33], such as by setting the value of a criterion to 0 or to 1. This follows the reasoning “what would have happened, if the measurement or the weighting of this criterion would be completely different.” Such an approach does not consider any possible interactions between criteria, their value functions, and their weightings [29].

The more sophisticated methods focus on assessing sensitivity by including the variation of all the criteria simultaneously, such as analytical calculation and probabilistic methods [32, 33]. The probabilistic approach uses Monte Carlo simulation [14] or similar methods, such as bootstrapping [33]. Due to the greater versatility and the less constraining assumptions, Monte Carlo methods today have become the predominant approach to sensitivity assessments.

The analytical calculations are based on the formulae for error propagation from general error theory, according to which the total uncertainty is a combination of the uncertainties associated with the individual variable (expressed by the standard deviations of each variable). For reasons of simplicity, the covariance between the criteria often is neglected, which can lead to wrong conclusions. If, for example, high values of one criterion correlate with the low values of another, they compensate each other. If this happens systematically, i.e., if the criteria have a high covariance, the formula yields a higher variation than there actually is. Additionally, general error theory assumes errors to be normally distributed, with the variables being continuously differentiable [32].

In light of practical applications, there is a lack of empirical evidence delivered by studies comparing different methods of uncertainty propagation in MCE. Thus, within this study, we compare the “one-factor-at-a-time” approach, as well as the analytical approach and a Monte Carlo method of assessing uncertainties. Thereof, the “one-factor-at-a-time” could be considered the simplest, and the Monte Carlo approach the computationally most demanding approach.

6: Validation of the results: The validity of the results may be assessed for example in a stakeholder workshop, through interviews or by means of a questionnaire [27]. As this article focuses mainly on methodological contributions, the validation of the results is published in [42].

1.2 Related applications of MCEs

MCEs are well suited to land use predictions [54]. Schneider and Pontius [47], for example, calculate the likelihood of deforestation with a spatially explicit MCE. The quality of the predictions by such models varies, however [40]. Additionally, from a policy perspective, land use models should be simple and consider the perspectives of many stakeholders, as this would increase the overall acceptance associated with quantitative models [49].

Regarding the case study of viticulture presented here, there are a couple of applications using MCE to assess the suitability for wine-growing. Tonietto and Carbonneau [53] use MCE to classify worldwide wine-growing regions based on climate. Jones et al. [21] calculate viticulture suitability in the Umpqua valley in Oregon, USA based on soil, topography and climate. Irimia and Patriche [17] do the same, but in Moldavia and based on solar radiation, insolation, slope, and aspect. The study with the highest resolution and the most thorough evaluation was performed by Yau et al. [58] in the northwestern USA. At a resolution of 10m, they included topography, soil parameters, and climate. However,
none of the above studies on viticulture followed an explicit procedure to assess the value functions, and none of the studies included a sensitivity analysis.

2 Methods

2.1 Study area

Our case study focuses on the region of Pfyn-Finges, a regional park in the Swiss part of the Rhône Valley, as illustrated in Figure 1. The area is mostly covered by forests (43%), unproductive land (27%), meadows (18%), and built-up areas (6%). Vineyards (4%) and the arable farming (3%) cover for the remaining land [52]. However, visually the vineyards are very prominent, as shown in Fehler! Verweisquelle konnte nicht gefunden werden., and they have been a major source of income over a long period of time [3]. Since 2010, the area devoted to vineyards in the region of Pfyn-Finges declined from over 410ha (4.1 km²) in the year 2006 to less than 396ha in the year 2014.

2.2 Criteria selection and sampling

Criteria were selected based on a literature review and interviews with three key experts. After discussions with two wine-growers and a first literature review, we selected an initial list of 10 criteria. After two meetings with a key stakeholder and further literature research, we were able to specify the most influential factors more precisely and arranged 9 criteria in a hierarchical tree with the top objective being “Most likely a vineyard in 25 years” (the period of 25 years was chosen as it reflects the average life expectancy of vines in commercial wine-growing).

For the MCE questionnaire, we sampled 13 experts from research, consulting, government, and the wine-making industry. We approached them directly and sent them the questionnaire via eMail before the first author met them in person. Only one participant responded solely through eMail. Within the interviews, the criteria-tree was slightly mod-
ified in the first two expert interviews, and then stayed the same for the remaining 11 interviews (n=13). The result is displayed in Figure 5.

### 2.3 Value functions

We standardized the criteria values by using so-called value functions [16, 32], which reclassify the criteria-layers values to values on a normalized scale, ranging 0–1. Figure 2 illustrates the normalization of a 4-pixel raster. The resulting value corresponds to the probability that this pixel will be a vineyard in 25 years based on this criterion. Therefore, the value function may vary according to the decision-maker [1,25], as well as in space [16,32]. In our case, there were no indications of varying value functions over space.

Through interactions with the experts, we have come to realize that they talked in ranges of optimal values and thresholds for values consider too high or too low, respectively, similar to the value functions shown in Morgan [35, p. 243] and similar to the rough set theory [39]. This did not seem to be particular to the subject of wine-growing. In order to adjust the method to the experts’ way of reasoning, we introduced these categories in our survey and propose to do so in other surveys too.

Based on the ranges given by the experts, we calculated classes of input (criterion) values that yield equal standardized values. The standardized value for a criterion value was calculated according to the number of experts stating that this criterion value lies within the optimal and/or the acceptable range. Figure 3 shows the value function for a single expert for an arbitrary criterion. One could think of, for example, altitude, and then understand the criterion values (horizontal axis) as meters. However, we intentionally left the unit dimensionless, as this illustration should only serve as an example.

Figure 3 corresponds to an expert stating that input values between 1000 and 1500 are optimal, and values below 500, or above 2000 are too low or too high, respectively. Hence, the range spanning 1000–1500 is considered optimal, whilst the range 500–2000 is acceptable. If the criterion value lies within the optimal range, it is assigned a standardized value of 1. If the value of the criterion falls within the acceptable but outside the optimal range
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(i.e. between 500 and 1000, or 1500 and 2000), it is given a standardized value of 0.5. If the criterion value falls outside both ranges, it receives a value of 0.

In our survey, we asked the experts to indicate the optimal range, the upper and the lower limit for each criterion. If the experts left out an upper or lower limit, we discussed the value and set the value to either zero or positive/negative infinity. For example, the “distance to the road” of a parcel cannot be too small, so the lower limit is given naturally (0m), while there still is an optimal and an acceptable upper limit (visible in Figure 7).

When taking several experts together, we propose the following procedure, as shown exemplarily in Figure 4 for three experts. In the example, all three experts denoted criterion values between 1500 and 2000 as optimal range. Two of the three experts considered values up to 3500 to be optimal, whereof one expert classified values from 1000 on as optimal. Our new method now calculates the standardized value out of the share of overlapping acceptable and optimal ranges given by the experts. For instance, in the illustration, there are three experts with a maximum of 6 ranges overlapping (3 optimal + 3 acceptable ranges). If all optimal ranges overlap (i.e. between the criteria value 1500 to 2000), the standardized value will be 1 (6 of 6). If two of three optimal ranges overlap (plus the three acceptable ranges), the standardized value is 0.83 (5 of 6). If there are only acceptable ranges overlapping, the standardized value equals 0.5 (3 of 6) and if there is only one expert stating the criterion value to be acceptable its standardized value is 0.16 (1 of 6). The resulting value function resembles very much a fuzzy membership function as, for instance, in [11]. However, the continuous curves in popular fuzzy membership functions are difficult to implement and are much more demanding concerning computing power, as opposed to the simple reclassify functions available in standard GIS raster analysis, while yielding only minor differences in practice.

For validation, the value functions generated using the above method are then compared to value ranges given in the literature, as proposed by [44] (Section 5.2).
2.4 Criteria weights

For our case study, we weighted the criteria according to the analytical hierarchy process (AHP) [45]. The participants performed pairwise comparisons on a diverging 9-point scale, ranging from one criterion dominating over another criterion to the other criterion being dominant, with both criteria equally important in the middle. Instead of using a ratio scale, as originally proposed [45], the balanced scale was used as it proved to better reflect people’s judgments and is more robust in the presence of inconsistencies [12,46]. In order to aggregate the individual weights matrix to a group weights matrix, we used the geometric mean as proposed in the literature [18]. We then calculated the criteria weights from the matrix using the “AHP” function in the R package “pmr” [28]. This yielded the weight of each criterion. The weighted values were then aggregated by linear summation.

2.5 MCE sensitivity analysis

We performed two probabilistic procedures and one nonprobabilistic procedure to calculate sensitivity to input variations and to assess the total uncertainty. The nonprobabilistic procedure is termed the “one-factor-at-a-time” variation, changing the weighting of a single criterion each time. The probabilistic procedures are based on the bootstrapping
method, which is well-known in terms of its abilities to estimate standard deviations [6,15]. The bootstrapping draws random samples of equal size from the total data with replacement. In our case, this means the random selection of several groups of 13 participants out of the total 13 participants, wherein some participants may occur several times. After analysing several runs and bootstrap sizes, we concluded that the Standard Deviation (SD) stabilized well before 500 bootstraps. As a summary, we performed the following three procedures to calculate the total uncertainty.

**Complete Monte-Carlo simulation:** In this procedure, we bootstrapped 500 representations of the sample and accordingly calculated the outcome of the MCE for each bootstrapped resample. We then calculated the SD per pixel out of the 500 runs. This approach includes all interaction effects, but is computationally demanding, as it requires to perform for each pixel 500 MCE runs (one per bootstrap) and to calculate the SD out of the 500 runs.

**Analytical combination of the SD per criterion:** We took the 500 bootstraps and calculated the SD per input value for each criterion, as shown as dashed line in the results (Figure 7). The SD per input value was used to reclass the spatial data, resulting in a spatial layer of SD per criterion. This spatial layer then was multiplied with the SD of the criterion’s weight. We then aggregated the SD analytically per pixel by using the following error propagation formula: \( \text{Var}_{\text{tot}} = \sum \text{Var}_{\text{criteria}} \), as suggested in Malczewski [32, p. 270]. This approach does not include interaction effects between criteria, but has the advantage of being computationally less demanding, as there are fewer operations to be performed per pixel. That is, one reclassification per criterion plus one summation.

**“One-factor-at-a-time” variation:** For this approach, the weight of a single criterion was set to 0 and in a second round to 1. The weights of all criteria were then normalized to again sum up to 1, with the value function staying the same throughout the process. As a consequence, two MCE runs were performed per criterion, resulting in a total of 18 runs. Then, the SD per pixel out of the 18 runs was calculated. This procedure is simple and computationally not demanding.

### 3 Results

#### 3.1 Criteria selection

We identified nine criteria, which were found to determine whether or not a parcel would be used in the future, as summarized in Table 1. While eliciting the important criteria, two points of discussion remained. Firstly, some experts mentioned that it would be important to include the current condition of the vineyard, the so-called plant capital. However, as we asked for criteria determining whether the vineyard will still be cultivated in 25 years, we argued that, until then, the majority of the vineyards would need to be replanted in any case. This renders present plant capital unimportant, which in turn convinced most of the experts. Secondly, several experts mentioned the spatial distribution of the vineyards and their location relative to the winery as of crucial importance as this determines the time and cost needed for a wine-grower to cultivate the parcels. However, parcels might change ownership within the next 25 years, which would render such information incorrect.
### Table 1: Criteria used within the MCE.

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Description</th>
<th>Data source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance to road</td>
<td>Measures the distance between the edge of the production unit and the next road. Some parcels are only accessible by foot. The distance to the next road is crucial for transporting the harvest as well as fertilizing and pest management.</td>
<td>Streets: Swissstopo TLM 2014 (all streets wider than 2 m, manually checked). Production units: Cantonal survey of parcels, manually checked and aggregated to production units. Distance calculated using FME 2015.</td>
</tr>
<tr>
<td>Size of production unit</td>
<td>This layer was created based on cadastral data, and then checked manually. Some parcels are very small, e.g., due to partible inheritance and therefore not suited for large-scale production.</td>
<td>Production units: See above 3-D size calculated using FME 2015.</td>
</tr>
<tr>
<td>Building zone</td>
<td>The vineyards, which are inside of the building zone, may be used for housing. This increases the land value and thus opens lucrative alternatives to wine farming.</td>
<td>Building zone layer: From the surveying office of the Canton of Valais</td>
</tr>
<tr>
<td>Slope</td>
<td>Moderate slope is often regarded as positive, as the terrain has better drainage and cold air does not accumulate.</td>
<td>From Swissstopo, 5m raster.</td>
</tr>
<tr>
<td>Soil water retention</td>
<td>Low soil water retention capacities require a sophisticated and costly irrigation system. On the other hand, it was shown that moderate water stress is beneficial for the wine. Therefore, the soil water retention can be both too low and too high.</td>
<td>Soil: Soil survey from 2007, Canton of Valais</td>
</tr>
<tr>
<td>Aspect</td>
<td>Traditionally, only southern exposed slopes are used; however, in the study area, most vineyards are anyway southern exposed.</td>
<td>From Swissstopo, 5m raster</td>
</tr>
<tr>
<td>Altitude</td>
<td>Altitude together with the insolation determines temperature.</td>
<td>From Swissstopo, 5m raster</td>
</tr>
<tr>
<td>Insolation</td>
<td>Insolation is important for the ripening of the grapes, especially between April and October.</td>
<td>Calculated using ArcGIS solar radiation tools, based on the elevation data.</td>
</tr>
<tr>
<td>Precipitation</td>
<td>High precipitation can foster mould; low values can be compensated by irrigation, but increase costs. As winter and spring precipitation is not crucial, we summed the precipitation from July to October.</td>
<td>25m raster, based on [59], resampled to 5m</td>
</tr>
</tbody>
</table>

We decided to use a 5m raster as a) several input variables were present in this resolution and b) it ensured, that every production unit contained several raster cells, which made the further calculations more robust.
3.2 Criteria weights

Figure 5 shows the criteria resulting from the AHP process conducted with the 13 experts. The tree is annotated with intermediate weights on the branches and the final criteria weights underneath each criterion. The criteria are shown in the order of decreasing weight from left to right. “Distance to road” received the biggest weight, whereas “Precipitation” yielded the smallest.

The weights assigned by the 13 experts then were resampled via the bootstrapping method, in order to estimate the variation of each criterion weight. Figure 6 shows the comparison of the aggregated values from all 13 experts with the boxplots of value distributions resulting from 500 bootstraps. It becomes clear that the influence of the size of the production unit exhibits the largest variability.

3.3 Criteria value functions

Figure 7 shows the resulting value functions after aggregation. The value functions then are used to standardize the input criteria layers. Figure 8 displays the standardized criteria layers. Figure 7 further displays the standard deviations associated with each criterion value (i.e., vineyards on an altitude of 600ma.s.l. yield a value of 0.7 with an associated standard deviation of nearly 0.25 in respect to altitude). Vineyards that yield values close to 1.00 on all the criteria are very likely to still be cultivated in 25 years from the time of the study.

3.4 Spatially explicit results and associated uncertainty

Figure 9 shows the spatial representation of the MCE values. The higher the MCE value, the higher the likelihood that the area will remain cultivated in the future. The mean suitability is 0.795 (SD = 0.10), with a minimum of 0.27 and a maximum of 0.97.
Figure 6: Criteria weights range from 500 bootstraps compared to the weights used. The red points represent the aggregation of all experts and the boxplots the variation over 500 bootstraps.

Figure 10 shows the value of the standard deviation (SD) and the relative SD in relation to the MCE outcome and the method of calculation. Each point in the graph corresponds to a pixel of the MCE. The relative SD equals the SD divided by its MCE value. Figure 11 shows the spatial representation of the relative SD. Each pixel in Figure 11 corresponds to a point in Figure 10. Higher values of the relative SD indicate higher uncertainty associated with the outcome. Points to the lower right of Figure 10 correspond to pixels with a high probability of continuing grape production with, at the same time, a low uncertainty attached to this forecast. By contrast, points to the upper left encompass a low likelihood of continuing cultivation, with more uncertainty associated to the prediction. In the case of the complete Monte Carlo simulation, smaller uncertainties indicate a greater level of agreement among the experts.

The mean of the relative SD of the complete Monte Carlo simulation (4.14%, SD = 1.17%) is slightly lower than the one for the analytical combination of the SD per criterion (6.58%, SD = 0.77%), with the one from the “one-factor-at-a-time variation” being highest (9.97%, SD = 2.45%). The relative SD from the complete Monte Carlo simulation ranges from 1.9 to 20.6%, with the one based on the analytical combination of the SD ranging from 5.2 to 20.1%. Comparatively, the relative SD from the “one-factor-at-a-time variation” is highest, with a range of 5.7 to 41.2%.

4 Discussion

4.1 Involving a group of experts in a spatial MCE

We deem the proposed procedure for the aggregation of value functions successful. Firstly, it was easy to incorporate it into the questionnaire, by asking for four values only (the lower and higher bound of the acceptable range, and the lower and higher end of the optimal range). The experts were familiar with such boundary values. The proposed procedure even works in cases when only two of the four values are provided; i.e., in the case of the distance to the road. However, the method currently does not deal with risk-prone or
Figure 7: Value functions for 8 criteria with associated standard deviation resulting from 500 bootstraps. Please note, that the criterion “Building Zone” is dichotomous, and hence no value function is provided. Both, the aggregated value and the standard deviation are a function of the criteria input value. For the insolation criteria, literature based values were chosen. Higher values correspond to a higher probability or higher associated uncertainty of continued cultivation of a vineyard. For examples of how to read the value function graphs, see the associated text.
Figure 8: Criteria layer with standardized values. Spatially explicit representation of the value functions shown in Figure 7. Higher values correspond to a larger probability of continued cultivation in 25 years.
Figure 9: The map shows the results of the MCE, with 1.00 representing the highest probability of continuing grape production. There are few areas with low scores, such as close to the village on the left side of the map.

Figure 10: Comparing the standard deviation obtained from the complete Monte-Carlo simulation (left), the one calculated by analytical combination (centre), and the one from the “one-factor-at-a-time variation” to the value of the MCE (right).
Figure 11: Spatial representation of the different methods for calculating the uncertainty.

www.josis.org
aversive personality traits, as is included in the bi-section method [24]. However, it could be considered in the proposed procedure in a similar way as in [24].

The aggregation of the value functions among several experts was easily possible. Current spatial MCE studies aggregate the participants’ value functions through discussions and iterations [35, 38]. By using our methodology, we were able to elicit the value functions independently of each other and without interactions between the experts, such as, for example, in a delphi-approximation. Hence, this method overcomes the influence of dominant individuals and anchoring biases [43]. It further accounts for minority opinions and different optimal system configurations and therefore allows for alternative optimal configurations.

We assumed values within the acceptable range, but outside the optimal range, to yield a suitability of 0.5, which remains an assumption. As for the bi-section technique, the interpolation between the revealed values remains challenging. A possibility would be to generate continuously sloped curves, which, however, would require more complex reclassifying algorithms (and in practice is discretized also in fuzzy membership function evaluation).

Nevertheless, the criteria could be disentangled further in an effort to obtain monotonic functions, as recommended by Winterfeldt and Edwards [55]. The altitude criterion, for instance, could be deconstructed into the maximum altitude for sufficiently high temperatures (long enough growing season) and the minimum altitude for suitably low temperatures (not too early ripening). However, whilst this deconstruction may correspond to one expert’s view, another one may perceive different underlying causes for optimal altitude. For example, the maximum altitude may as well depend more on the likelihood of serious frosts. Disentangling all the criteria for all possible views would likely render the procedure impracticable due to the thus required extended questionnaire, necessitating additional weighting and valuing. The additional complexity of such a procedure would further blur the comprehensibility and accessibility of the MCE model [13, 34], which is considered an important factor for the trust in the outcomes [19] and further could cause a cognitive overload on the stakeholders [51] that are confronted with the outcome of a thus generated MCE. The MCE method proposed in this study therefore presents a trade-off between scientific credibility and practical suitability.

### 4.2 Validation of the value functions

In order to validate the plausibility of the elicited and aggregated value functions we compare them with comparable values found in the literature (Table 2). We compare our value functions in the range of 0.5 and higher (“acceptable” to “optimal” values) to the corresponding published value ranges.

Generally, the resulting values are well in line with values found in the literature, which suggests that the proposed method delivers plausible results. The method further allowed to quantify the relation between each criterion and the assigned values more precisely than in any of the given studies in the literature. The broader range of the value function for optimal altitude than the one found in the literature can be explained considering the high percentage of different grape specialities produced in the study area with associated particular and varying requirements. The bi-modal function for precipitation serves as an example of this method to consider alternative systems (with and without irrigation) within the same value functions. However, as an insufficient soil water retention capacity or precipitation...
can be compensated with irrigation, exceedingly high soil water retention capacities cannot be compensated for. Hence, the value function for the soil water retention capacity shows lower optimal values than in the literature. To sum up, the criterion-by-criterion comparison with related studies reported in the literature strengthens our trust in the robustness of our proposed approach for aggregating value functions—“robust” meaning that stable results can be produced even with rather diverging individual opinions.

### Table 2: Comparison of the value functions of this study with values from the literature.

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Value functions of this study</th>
<th>Ranges given in the literature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Altitude</td>
<td>The elicited value function reaches $\geq 0.5$ at 500–800m.a.s.l., which is well in line with the literature.</td>
<td>[21]: 400–800m is best [50]: 400–800m is best</td>
</tr>
<tr>
<td>Aspect</td>
<td>The elicited value function reaches $\geq 0.5$ at 45–320°, which is broader than the range found in the literature.</td>
<td>[17]: 135–180° is best [21]: 135–224° is best</td>
</tr>
<tr>
<td>Distance to road</td>
<td>The value function clearly indicates parcels close to the road to have a higher value.</td>
<td>[41]: The closer the road, the better</td>
</tr>
<tr>
<td>Precipitation</td>
<td>The bi-modal value function reflects the different cultivation systems used in the study area, either with or without irrigation. The temporal distribution of rain over the year was not considered, as it does not differ within the study area.</td>
<td>[20]: Depends on the time of the year and the local conditions</td>
</tr>
<tr>
<td>Size</td>
<td>The value function shows a trade off between larger parcels and raising capital costs.</td>
<td>This effect was not discussed in the literature yet, to the best of our knowledge.</td>
</tr>
<tr>
<td>Slope</td>
<td>The elicited value function reaches $\geq 0.5$ at 7–45%, which starts somewhat lower than reported values, but is very much within the range found in the literature.</td>
<td>[58]: 13–56% is best [17]: 18–33% is best [21]: 11–33% is best [50]: 22–56% is best</td>
</tr>
<tr>
<td>Soil Water Retention</td>
<td>The elicited value function reaches $\geq 0.5$ at 50–200mm, which is close to ranges reported in the literature.</td>
<td>[58]: 75–200mm are good [21]: 100–300mm are good</td>
</tr>
</tbody>
</table>

4.3 Uncertainty analysis: Recommendations

We found that covariances between different weighted criteria are high and therefore cannot be neglected. This renders the presented analytical approach of calculating uncertainty for the MCE invalid. The “one-factor-at-a-time variation” yields the highest SD, which, however, is spread more evenly over the study area. This does therefore indicate little about the spatial distribution of the uncertainty. The analytical approach highlights areas of high uncertainty more clearly, but the complete Monte Carlo identifies those areas best. Hence, we discourage the use of an analytical approach, as it neglects the covariances and does not equally well allow assessing the spatial distribution of uncertainty. We also discourage the use of the “one-factor-at-a-time variation” method, as it tends to overestimate the uncertainty and gives the least spatially differentiated picture of the distribution. Hence, we
consider the use of a complete Monte Carlo simulation more appropriate. Nevertheless, performing uncertainty assessment on a criterion-by-criterion basis (as “one-factor-at-a-time variation” or the analytical approach do) is useful, if spatially explicit uncertainty assessment per model input is sought [29]. Calculating relative standard deviations provides insights in areas that potentially have a high uncertainty associated with them. In our case, the areas of lower MCE value, i.e., the areas that are more likely not to be used as vineyards in the future, showed a higher relative standard deviation. This indicates that there is a greater degree of uncertainty in forecasting areas that likely will not be cultivated as a vineyard than areas that are likely to remain vineyards in the future. This insight was consistent among all three methods of uncertainty assessment.

4.4 Limitations and future work

The different experts might not only have perceived different weights, value ranges and a different selection of decisive factors within the MCE, but also might have structured them differently. Figure 12 provides an example of an alternative decision tree, compared to the one used in our MCE, displayed in Figure 5. The exact designs of the decision tree within the group process will always yield one particular representative amongst a set of valid alternatives. We hold no evidence that the decision tree used here did not represent well the experts’ perceptions, and hence assume it to be valid. However, we felt a need to mention the possibility of alternative decision trees, such as the one shown in Figure 12, to be studied in future research.

MCE are a comprehensible way of assessing the likelihood of land use change. They, however, fail to incorporate the influence of neighbouring parcels and the individual farmers’ decisions. Agent Based Models (ABM) are capable of representing individual farmers’ decisions, learning effects and feedbacks with surrounding regions [23]. In contrast, ABM require much more effort and involvement to be built [37] and are harder to evaluate—and also to comprehend by the end users—as they bear a greater complexity [30]. Other limitations are influences outside of the modelled system boundary, such as legal regulations,
and the overall development of the grape prices on the market. Neither, ABM or MCE would per se model that.

5 Conclusion

We have proposed a new method to elicit non-monotonic value functions in spatial MCEs that can be easily combined over several experts. Value functions standardize the criteria values, such as altitude, to a value score from 0 to 1. By asking for four data points—the lower and the higher end of both, the acceptable and the optimal range—this procedure is straightforward to implement and has at the same time proven to deliver robust and stable results. We therefore recommend using this procedure in studies requiring the standardization of values elicited from several experts.

We applied the proposed method to the case study of an MCE attempting to forecast potential land use change in vineyard cultivation within the next 25 years. According to our study only few vineyards will disappear. This is in line with the development experienced over the past decade of a decline of vineyards by about 4%. The validity of the elicited value functions was assessed through a comparison to the literature, with which we found a high degree of congruency. The validity of the MCE-outcome is presented in [42].

We assessed the uncertainty of the MCE results by three different methods: (a) a one-factor-at-a-time variation, (b) bootstrapping of the 13 input criteria layers with subsequent analytical error propagation, and (c) a complete Monte Carlo simulation with the bootstrapped inputs. We were able to show that the simplified analytical and the “one-factor-at-a-time variation” approaches fail to accurately reflect the MCE’s uncertainty, with the complete Monte Carlo simulation yielding the most insights. However, all three methods deliver insights, as they indicate a prediction non-continuing wine cultivation to have a higher uncertainty than a prediction of a continuing wine cultivation.
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